Newton's method for CARE

F(X) =JA"X + XA+ Q — XGX]|
Lrx(E) = A"E + EA— EGX — XGE = E(A— GX) + (A— GX)'E.
Lrx=(A-GX)T®I+1%(A- GX)*".

If X is the stabilizing solution then A(A — GX,) C LHP —
LF x. is nonsingular.

Newton's method

For k=0,1,2,...
1. Solve E(A — GXx) + (A — GXk)*E = F(Xx) for E;
2. Set Xgy1 =Xy — E.



Newton's method
Note that E(A — GXx) + (A — GXk)*E = F(Xx) is equivalent to

Xk+1(A — GXk) + (A - GXk)*Xk—i-l = —Q — X GXy.

This shows that A — GXj stable —> Xj41 = 0.

Actually, something stronger holds.



Monotonicity of Newton's method

Theorem v

§
Suppose Xo is chosen such that A(A — GXp) C LHP. Then,
X1 = Xo =Xz = --- =X, = 0. Moreover, X, — X*(quadratically)

Proof (sketch) Coupled induction. Set Ax := A — GXj:

(Xk — Xir1) Ak + Ap(Xk — Xiy1) = —(Xie — Xie—1) G(Xke — Xi—1)
(Xi = Xier1) Ak + A (X = Xiy1) = — (X = Xi) G(Xe — Xi)

hence Ay stable — Xj = X1 = X..

(Xit1 = Xe) A1 + Ap1 (X — X5)
= —(Xkt1 = Xk) G( X1 — Xi) = (Xkr1 — Xe) G(Xir1 — Xo)

This does not prove immediately that Ag; is stable (because the
RHS is not < 0), but Agy1v = Av with Re A > 0 gives
B(Xk+1 — Xk)v =0, hence also Axv = Av.



Newton: wrap-up

» Use Bass's algorithm to find Xp such that A — GXj is stable
> Run Newton iterations till convergence.

Expensive: each iteration requires a Schur form.

Convergence: standard quadratic convergence of Newton's method
holds: if the solution is simple (which is the case whenever the
Hamiltonian has no imaginary eigenvalues <= LFf x is
invertible), then || X — Xiq1|l ~ || Xe — Xl[?.

Defect correction: One final step of Newton can be used to
‘correct’ an inaccurate algorithm (as long as it's “accurate enough”
to give something in the correct basin of attraction).



